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Motivation

What is Ethics?

The field of ethics involves systematizing, defending, and
recommending concepts of right and wrong behavior
[Fieser, The Internet Encyclopedia of Philosophy]

Classical ethics: Founded on economics and politics
The formation of the individual character (ethos) is
intrinsically related to the others, as well as to the
tasks of administration of work within the family
(oikos), which eventually, expands into the
framework of the public space (poleis)
[Ethically Aligned Design, IEEE]

Ethos
Oikos
Poleis
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Motivation

Ethical Dilemmas: No (Obviously) Good Choices

Ethical
dilemmas

Trolley
problem

Speeding
to hospital

Les
Misérables

Answering
phone in
a meeting
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Motivation

Ethical Dilemmas: No (Obviously) Good Choices
Ethical dilemmas arise not only in hypothetical or extreme scenarios but also in mundane
scenarios
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Motivation

Ethical Dilemmas: No (Obviously) Good Choices
Ethical dilemmas arise not only in hypothetical or extreme scenarios but also in mundane
scenarios

Ethical
dilemmas

Trolley
problem

Speeding
to hospital

Les
Misérables

Answering
phone in
a meeting

Ethics is inherently a multiagent concern
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Motivation

Ethics in Multiagent Systems
Ethics is an inherently multiagent concern, yet current approaches focus on single agents

Agent aspectsDilemmas

Virtue
Decision
making

Living in
a society

Societal
aspects

Inter-
actions

Specifying
standards

Verifying
outcomes

Learning
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Motivation

Elements of
ethical systems

Dilemmas

Minimize
dilemmas

Support
resolution

Values
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Not pun-
ishment

Outcomes

Trans-
parency

Minimal
disparity

Dynamism
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Motivation

“Ethics” of a Central Technical Entity
Today’s view of AI ethics involves how an agent deals with people
Such as a prediction algorithm or an autonomous vehicle

g g g g

Software
3

Ï Autonomy is defined as automation: complexity and intelligence
Ï Dilemmas à la trolley problems approached in an atomistic manner
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Motivation

Ethics of a Social Entity Equipped with Software
A social entity, assisted by software, wields power over people
Ethical concerns focused on social entity

g g g g

Owner


Software
3

Ï Autonomy as a social construct; mirror of accountability
Ï Accountability rests with the social entity
Ï Powers and how they are exercised
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Motivation

Ethics in Society: Ethics is a Cousin of Governance
Ethical considerations and accountability arise in how social entities interact

Software
3

Stakeholder
g

Stakeholder
g

Software
3

Software
3

Stakeholder
g

Stakeholder
g

Software
3

Society of
stakeholders

Social
structure

Autonomy

Account-
ability

Context
for

decision
making
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Motivation

Ethics in Society with SIPAs
SIPA: Socially intelligent (personal) agent

Stakeholder
g

3 3
Stakeholder

g

Stakeholder
g

3 3
Stakeholder

g

Ï A multiagent system is a microsociety
Ï Each agent reflects the autonomy of its (primary) stakeholder
Ï How can we realize a multiagent system based on the value

preferences of its stakeholders?
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Background

Aristotlean Virtue Ethics
Eudaimonia (Well being; happiness; flourishing)
Teleological theory: The goal is a good life

Virtue ethicsDomains

Individual

Family

Public

Eudai-
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Balance
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for long
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of good
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Not
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Not about
outcomes
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Background

Kantian Deontological Ethics
Thomas Hill

Morality
is rational

Pure moral
principles

Don’t lie
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treat

someone
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Pursue
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happiness
of others

Contextual
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Aid
another
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another
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Background

Consequentialism: Moral Rightness Depends on Outcomes

Grounds for
outcomes

Well being

Objective
Subjective

Happiness Actual vs.
Expected

Direct vs.
Long term

Aggregation
of outcomes

Agent
neutral

All vs.
tribe vs.
individual

Equal
importance
of people

Evaluation
of outcomes

Hedonism:
pleasure
and pain

Pluralist:
many
values

Rights
≻ values

Welfare

Distri-
bution

Priority
for those
worse off
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Background

Social Welfare
Rawls (“political not metaphysical”); Adler

Ethics for
multiagent
systems
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Sociotechnical Systems
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Sociotechnical Systems

Sociotechnical Systems
Current AI research: atomistic, single-agent decision-making focused on ethical dilemmas
Current social sciences research: Not computational in outlook

Requirements
Value Preferences

Principal . . . Principal

Stakeholders

Norms
Assumptions
Mechanisms

Metrics

Agent Agent

Data and Devices

represent represent

interact

communicate

realized
in

regulate

identify

specify

Social Tier
Technical Tier
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Sociotechnical Systems

Sociotechnical Systems (STS): A Computational
Norm-Based System
Context of interaction in which principals are represented by agents

Ï Principal: human or organization, a stakeholder who acts
Ï Norm: directed social expectation between principals

Ï Types: Commitment, prohibition, authorization, power, . . .
Ï Standards of correctness

Ï Prima facie, satisfaction is ethically desirable and violation undesirable
Ï Accountability: the power of a principal to call another to account for

its actions
Ï Derives from norms
Ï Provides an opportunity for principals to explain their actions

Ï Leading to prima facie judgments being reconsidered
Ï Is not traceability, which is merely a supporting mechanism
Ï Is not blame and sanction, which are subsequent
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Sociotechnical Systems

Accountability
as a mirror

of autonomy

Traditional
computing

Trace-
ability

Unnec-
essary

Insuf-
ficient

Fails when
traceabil-
ity fails

Deter-
rence

Penalty
voids

account-
ability?

Treats
account-
ability

as sanc-
tioning

STS-BasedIntuitive

Captures
domain
require-
ments

Indepen-
dent of
mech-
anism

Opera-
tional-
izable

Sanc-
tioning Logging

Moni-
toring

Ajmeri, Murukannaiah, Singh (Bristol, Delft, NCSU) Ethics in MAS July 2023



Sociotechnical Systems

Governance
and how ethics

is applied

Current
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Values

Values: Motivations and Goals
When we think of values, we think of what is important to us in life [Schwartz, 2012]

Basic values are likely to be universal because they are grounded in
one or more universal requirements of human existence

1. Needs of individuals as biological organisms
2. Requisites of coordinated social interaction
3. Survival and welfare needs of groups

Physiological

Safety
Love & Belongingness

Esteem
Self-Actualization

Ï People articulate appropriate goals to cope with these requirements,
communicate them to others, and gain cooperation in their pursuit

Ï Values are constructs used to represent such goals mentally and
vocabulary used to express them in social interaction
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Values

The Nature and Features of All Values [Schwartz, 2012]

Values

Beliefs
linked to
Affect

Refer to
Goals

Transcend
Contexts

Standards
of Criteria

Ordered by
Importance

Priorities
guide

Actions
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Values

Preferences: Values vs. Interests

A preference means a more positive attitude (leaning) toward one
alternative over another (or other) alternative(s) [Dawis, 1991]
Ï Preferences can be over values, interests, or other arbitrary choices

Values vs. Interests
Ï An interest is manifested as sustained attention involving

cognition of the interest object, accompanying positive affect
Ï A value is manifested as affective valuation
Ï Both values and interests influence behavior
Ï When judgment in preference is based on liking (i.e.,

attraction), it is an interest; when the basis is importance (i.e.,
significance or meaning), the preference is a value
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Values

A Timeline of (Selected) Value Models [Hanel et al., 2018]

Hugo Münsterberg
Early 2 × 4

value model (I)
1908

Eduard Spranger
Type of humans (I)

1921

Gordon Allport
Study of values (I)

1960

Milton Rokeach
Nature of

human values (I)
1973

Ronald Inglehart
The silent

revolution (C)
1977

Geert Hofstede
Cultural value
dimensions (C)

1980)

Shalom Schwartz
Universals

in values (I)
1992

Paul van Lange
Social value

orientations (I)
1997

Shalom Schwartz
Cultural value

orientations (C)
1999

Valdiney Gouveia
Functional theory

of values (I)
2003

Shalom Schwartz
Refined value

theory (I)
2012

Individual value model (I): Describe and measure the values of an individual
Cultural value model (C): Describe and measure the values of a culture
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Values

Rokeach Value System [Rokeach, 1973]

18 Terminal Values: Ends
(Desirable end-states of existence)
Ï True Friendship, Mature Love,

Self-Respect, Happiness, Inner
Harmony, Equality, Freedom,
Pleasure, Social Recognition,
Wisdom, Salvation, Family Security,
National Security, A Sense of
Accomplishment, A World of
Beauty, A World at Peace, A
Comfortable Life, An Exciting Life

18 Instrumental Values: Means
(Preferable modes of behavior)
Ï Cheerfulness, Ambition,

Love, Cleanliness,
Self-Control, Capability,
Courage, Politeness,
Honesty, Imagination,
Independence, Intellect,
Broad-Mindedness, Logic,
Obedience, Helpfulness,
Responsibility, Forgiveness
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Values

Schwartz’
Basic Values

Self Tran-
scendence

Univer-
salism

Benev-
olence

Openness
to Change

Stimu-
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Self-
Direction

Self En-
hancement

Hedonism

Power

Achieve-
ment

Conser-
vation

Con-
formity

Tradition

Security
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Values

Value Motivational Goals
Self-Direction Independent thought and action, self-respect, privacy

Stimulation Excitement, novelty, and challenges in life

Benevolence Welfare of those in frequent contact

Universalism Welfare of all people and nature

Security Safety, harmony, and stability of self and others

Conformity Restraint of actions that violate social norms

Tradition Conforming to cultural and religious customs and ideas

Achievement Personal success, competence

Power Social status, control over people and resources

Hedonism Pleasure or sensuous gratification for oneself
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Specifying an STS

Sociotechnical Systems
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Specifying an STS

Ethics in the Large: Accountability and Adaptivity
An ethical STS presupposes good governance

An adaptive methodology undertaken by stakeholders of an STS
Ï Identify each stakeholder’s value preferences
Ï Specify the norms that support those value preferences

Ï Norms are operational refinements of value preferences
Ï Norms make accountability concrete

Ï A stakeholder’s SIPA
Ï Adopts one or more roles
Ï Carries out its part of an enactment
Ï Evaluates outcomes on its (primary and secondary) stakeholders

Ï Whether values are promoted in alignment with the preferences
Ï Which norms are satisfied

Ï Iterate
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Specifying an STS

Social Norms
Norms govern the interactions between principals

Formally, a norm is a tuple 〈n,sbj,obj,ant,con〉, where
Ï n, its type, is one of {c, p, a};
Ï sbj ∈R is its subject;
Ï obj ∈R is its object;
Ï ant ∈Expr is its antecedent; and
Ï con ∈Expr is its consequent.

We write a norm as n(sbj, obj, ant, con)
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Specifying an STS

Types of Social Norms
Examples of a commitment, a prohibition, and an authorization

Ï Commitment: A meeting attendee is committed to other attendees
that he or she will keep his or her phone on silent during the meeting

Ï Prohibition: A library visitor is prohibited by the library to answer any
phone calls when the visitor is in the silent reading area of the library

Ï Authorization: A library staff member is authorized by the library to
make any personal phone calls during lunch hours

Ajmeri, Murukannaiah, Singh (Bristol, Delft, NCSU) Ethics in MAS July 2023



Specifying an STS

Requirements of a Healthcare STS
Healthcare emergency scenario. Trade-off between values of privacy and safety

Ï R-Publish: Patient’s personally identifying information (PHI) should
not be published online under any circumstances

Ï R-External: Except in emergencies, hospital physicians should not
share a patient’s PHI with outside physicians

Ï R-Family: In emergencies, hospital physicians may share patient’s PHI
with family members to inform family members or gather new
information to help with treatment
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Specifying an STS

Normative Specification of an STS
Healthcare emergency scenario
Initial specification, to be refined

Ï R-Publish: Patient’s personally identifying information (PHI) should
not be published online under any circumstances
prohibition(physician, hospital, true, publish_PHI_online)

Ï R-External: Except in emergencies, hospital physicians should not
share a patient’s PHI with outside physicians
prohibition(physician, hospital, true, share_PHI_outside_phy)

Ï R-Family: In emergencies, hospital physicians may share patient’s PHI
with family members to inform family members or gather new
information to help with treatment
authorization(physician, hospital, true, share_PHI_family)
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Specifying an STS

Refining a Specification of an STS
Healthcare emergency scenario

Ï R-Publish: Don’t publish PHI
prohibition(physician, hospital, true, publish_PHI_online)

Ï Further refinement: Include a mechanism to not allow publishing PHI
online

Ï R-External: Except in emergencies, don’t share PHI with outside
physicians
prohibition(physician, hospital, true, share_PHI_outside_phy)
prohibition(physician, hospital, ¬emergency,
share_PHI_outside_phy)

Ï R-Family: Share PHI in emergencies
authorization(physician, hospital, true, share_PHI_family)
authorization(physician, hospital, emergency, share_PHI_family)

Ï Further refinement: Include a commitment from physician to family
commitment(physician, family, emergency, share_PHI_family)
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Specifying an STS

A SIPA: Schematically
What must a SIPA represent and reason about to participate ethically in a multiagent
system?
A SIPA’s decision making takes into account its stakeholders, primary and secondary

World Model Social Model Stakeholder Model

Context Norms Goals

Actions Sanctions Values

Decision Module
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Value Sensitive Design of STS
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Value Sensitive Design of STS

Value Sensitive Design [Friedman et al., 2017]
A theoretically grounded approach to the design of technology that
accounts for human values in a principled and systematic manner
Ï How can we explore the sociotechnical design space from the

perspective of values?
Ï How can we identify stakeholders, and their values?
Ï How can we resolve value tensions among stakeholders?
Ï How can we translate stakeholders’ values into technical design?

Not one method ...
. . . but a class of methods faithful to value sensitive design principles
Ï Intended to be integrated with other methods and processes for

technical design and development
Ï Starting points: A value, technology, policy, or context of use
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Value Sensitive Design of STS

Value
Sensitive
Design
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Value Sensitive Design of STS

Value Sensitive Design (VSD) of Multiagent Systems
Integrating VSD and Agent-Oriented Software Engineering (AOSE)

Axies
[Liscio et al., 2021, 2022]

Identify contextually
relevant values

Xipho
[Murukannaiah and Singh, 2014]

Incorporate values in
agent-oriented models

Arnor; Valar
[Ajmeri et al., 2017, 2018a]

Relate and reason
about values and norms

XSIGA; Poros
[Agrawal et al., 2022;
Ajmeri et al., 2018b]

Communicate values

Elessar
[Ajmeri et al., 2020]

Reason about value value
tensions and conflicts
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Value Sensitive Design of STS

Identifying Values of Interest to an Agent or an MAS

Schwartz’
Basic Values
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Value Sensitive Design of STS

Identifying Values of Interest to an Agent or an MAS

Axies Value ListOpinion Corpus

Exploration Consolidation

Context

Value-Laden 
Opinion

Users

Value: Name, 
Keywords,

Defining goal

Individual Collaborative

Value Annotators

NLP
Supports Supports

Specific toSpecific to

Provide

Users

apply to
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Value Sensitive Design of STS

Incorporating Values in an Agent Model

AOSE provides high-level technical abstractions to represent values

Example abstrations from Tropos
Ï Actor: A social, physical, or

software agent
Ï Goal: A strategic interest of an

actor
Ï Plan: An abstraction of action
Ï Belief: An actor’s

representation of the world
Ï Dependency: A relationship

between actors

A Tropos model of
an Intelligent Ringer

Callee

Callee's 
neighborCaller To reach 

by phone
To be not 
disturbed 

To be reachable 
by phone

To work 
uninterrupted 

To not disturb 
a neighbor

To set an  
appropriate 
ringer mode

To answer 
the call

+
To update 
the caller

To not 
answer the 

call

To send an 
appropriate 
notification

AND

To preserve 
privacy

AND

Perspective

Actor Goal Plan means-end

dependencycontribution (+/-)

Soft 
goal

LEGEND

- +
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Value Sensitive Design of STS

Understanding Values in Context

Xipho provides systematic steps to contextualize agent capabilities

Ï To be reachable:
Welfare of others ⇑

Ï To work uninterrupted:
Ambition ⇑

Ï Welfare of others ≻ Ambition?

Xipho can yield a specification of value
preferences grounded in contexts, e.g.,

Relationship = ?R1 ∧
Neighbor’s context = ?N1 →
Welfare of others ≻ Ambition

A contextual model of
Intelligent Ringer

Intelligent 
Ringer

Context

Neighbor's 
context

OR
Set as 
silent

OR
Set as 
vibrate

Ambience

Relationship 
to Caller

Casual

Formal

Noisy Quiet

Set as 
loud or 
vibrate

Set as 
silent or 
vibrate

Set as 
loud

To be reachable 
by phone

To work 
uninterrupted 

To not disturb 
a neighbor

+

NFC 
Sensor Facebook

Audio 
Recorder
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Value Sensitive Design of STS

Reasoning about Values to Revise Norms

Arnor & Valar model social expectations (norms), considering values

Frank GraceHope

Prefers pleasure 
and recognition

Prefers Frank’s 
safetyPrefers privacy

Frank’s dilemma: Which sharing policy to select?

Share with all: Pleasure for Frank ⇑
Share only with Grace: Safety for Grace ⇑
Share with no one: Privacy for Hope ⇑
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Value Sensitive Design of STS

Communicating Values by Revealing Contexts

Poros helps agents communicate values by revealing context

Identify actions which 
satisfy a goal

Select action which 
maximizes social 

experience

Perform action

Reveal context

Observe action

Receive revealed 
context

Receive sanction
Evaluate action and 

sanction
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Reasoning about an STS

Outline and Schedule

Motivation: M, 10 minutes 4

Background: M, 10 minutes 15

STS: M, 10 minutes 20

Values: P, 10 minutes 25

Specifying: N, 10 minutes 33

Value Sensitive Design: P, 15
minutes 42

Reasoning: N, 15 minutes 52

Verification: N, 3 minutes 59

Emotions: N, 3 minutes 62

Elicitation: P, 3 minutes 64

Agents and STSs: P, 3 minutes 67

Law: M, 3 minutes 69

Synthesis: All, 7 minutes 73
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Reasoning about an STS

Example of Context Sharing Setting
Frank: committed to his mother Grace to share his location; visits aunt Hope in NYC

Frank GraceHope

Prefers pleasure 
and recognition

Prefers Frank’s 
safetyPrefers privacy

Frank’s dilemma: Which sharing policy to select?

Share with all: Pleasure for Frank ⇑
Share only with Grace: Safety for Grace ⇑
Share with no one: Privacy for Hope ⇑
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Reasoning about an STS

Reasoning about Stakeholders’ Value Preferences
How can SIPAs aggregate value preferences of their stakeholders to select an ethical
action?
A SIPA’s secondary stakeholders can change with the context

Identify 
stakeholders

Identify actions which 
satisfy a goal

Select (ethical) action 
which maximizes social 
experience and fairness

Perform action

Receive sanction

Elicit value preferences

Rank alternative 
actions
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Reasoning about an STS

Choosing an Ethical Action
SIPAs adapt a multicriteria decision making method (VIKOR) to select ethically
appropriate action—balancing social welfare and egalitarianism

Identify alternative 
actions

Compute normalized 
Manhattan distance and 

rank alternatives (S)

Compute aggregated rank 
(Q) by trading off S and R

Elicit payoffs for 
alternatives based on 

value preferences

Compute normalized 
Chebyshev distance and 

rank alternatives (R)

Determine best and 
worst payoff for each 

alternative

Choose action based on 
min(Q)
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Reasoning about an STS

Choosing an Ethical Action
Selecting appropriate context-sharing policy using VIKOR

Alternatives
Frank’s Values Hope’s Values

Sa Ra Qa
Pleasure Privacy Recognition Security Pleasure Privacy Recognition Security

a1 All 1.0 0.5 1.0 0.5 0.5 0.0 0.5 0.5 2.50 2.00 0.50
a2 Grace 0.5 0.5 0.5 1.0 0.5 0.5 0.5 0.5 3.00 1.00 0.10
a3 No one 0.0 0.5 0.0 0.0 0.5 1.0 0.5 0.5 5.00 2.00 1.0

wv :
Value preferences 2 1 2 1 1 2 1 1

f ∗v 1.0 0.5 1.0 1.0 0.5 1.5 0.5 0.5
f –v 0.0 0.5 0.0 0.0 0.5 0.0 0.5 0.5

VIKOR calculations for context sharing example:
https://go.ncsu.edu/vikor-context-sharing-example
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Reasoning about an STS

Restaurant Example: Where should Jess, Dan, and Alex Go?
Contrasting various ethical principles

Jess Dan Alex

Pancake restaurant 10 10 2
Pasta restaurant 7 7 7
Pizza restaurant 5 5 10

Aggregate Happiness
Ï Pancake: 22
Ï Pasta: 21
Ï Pizza: 20
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Reasoning about an STS

Taxonomy of Ethical Principles
[Woodgate and Ajmeri, 2022]
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Verification and Simulation

Outline and Schedule

Motivation: M, 10 minutes 4

Background: M, 10 minutes 15

STS: M, 10 minutes 20

Values: P, 10 minutes 25

Specifying: N, 10 minutes 33

Value Sensitive Design: P, 15
minutes 42

Reasoning: N, 15 minutes 52

Verification: N, 3 minutes 59

Emotions: N, 3 minutes 62

Elicitation: P, 3 minutes 64

Agents and STSs: P, 3 minutes 67

Law: M, 3 minutes 69

Synthesis: All, 7 minutes 73
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Verification and Simulation

Analyzing Ethicality
How do we analyze if an STS specification satisfies the stakeholders’ requirements with
respect to their value preferences and ethical criteria such as social welfare and
egalitarianism?

Ï Liveness: something good happens
Ï Safety: nothing bad happens
Ï Robustness: how long something good keeps happening
Ï Resilience: how soon we recover from something bad

Analyzing
Ethicality

Simulation DynamicVerifi-
cation

Static
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Verification and Simulation

Verification and Simulation: Challenges and Opportunities

Verification
How can we verify an STS specification for ethicality?

Simulation
How can we enable an STS stakeholder to assess runtime outcomes of an
STS specification?

Opportunities
Ï Develop new model checking approaches that consider value

preferences of stakeholders
Ï Enable stakeholders to guide simulations at runtime and help

understand the simulation outcomes
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Emotions

Outline and Schedule

Motivation: M, 10 minutes 4

Background: M, 10 minutes 15

STS: M, 10 minutes 20

Values: P, 10 minutes 25

Specifying: N, 10 minutes 33

Value Sensitive Design: P, 15
minutes 42

Reasoning: N, 15 minutes 52

Verification: N, 3 minutes 59

Emotions: N, 3 minutes 62

Elicitation: P, 3 minutes 64

Agents and STSs: P, 3 minutes 67

Law: M, 3 minutes 69

Synthesis: All, 7 minutes 73
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Emotions

Incorporating Understanding of Emotions
Emotions influence social decisions. How can we model and reason about emotions?

Emotional
elements

Proso-
cialityGuilt

Disgust Emotional
empathy

Opportunities
Ï New techniques to model emotional elements
Ï Enable SIPAs to understand these emotional elements
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Elicitation

Outline and Schedule

Motivation: M, 10 minutes 4

Background: M, 10 minutes 15

STS: M, 10 minutes 20

Values: P, 10 minutes 25

Specifying: N, 10 minutes 33

Value Sensitive Design: P, 15
minutes 42

Reasoning: N, 15 minutes 52

Verification: N, 3 minutes 59

Emotions: N, 3 minutes 62

Elicitation: P, 3 minutes 64

Agents and STSs: P, 3 minutes 67

Law: M, 3 minutes 69

Synthesis: All, 7 minutes 73
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Elicitation

Value Elicitation: Instruments for Measuring Value Priorities

Rokeach Value Survey
Arrange the 18 terminal values, followed by the 18 instrumental values,
into an order “of importance to YOU, as guiding principles in YOUR life.”

Schwartz Value Survey
Ï 57 items about potentially desirable end states or ways of acting
Ï Rate the importance of each item “as a guiding principle in MY life”
Ï Nine point asymmetric rating scale

Portrait Values Questionnaire
Ï Short (gender-matched) verbal portraits of 40 different people
Ï Question: How much like you is this person?
Ï Six-point rating scale (very much like me to not at all like me)
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Elicitation

Value Elicitation: Challenges and Opportunities

Learning
How can an agent elicit user and context specific value preferences
unintrusively?

Negotiation
How can we enable stakeholders to create an STS specification that
accords with their value preferences?

Opportunities
Ï Learn value preferences by observing the principals’ actions as

well as the (positive or negative) sanctions they receive
Ï Support stakeholders with conflicting requirements but similar

value preferences in generating an acceptable STS specification
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Agents and STSs

Outline and Schedule

Motivation: M, 10 minutes 4

Background: M, 10 minutes 15

STS: M, 10 minutes 20

Values: P, 10 minutes 25

Specifying: N, 10 minutes 33

Value Sensitive Design: P, 15
minutes 42

Reasoning: N, 15 minutes 52

Verification: N, 3 minutes 59

Emotions: N, 3 minutes 62

Elicitation: P, 3 minutes 64

Agents and STSs: P, 3 minutes 67

Law: M, 3 minutes 69

Synthesis: All, 7 minutes 73
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Agents and STSs

Alignment of Systems and Human-Agent Duos
Duo: A user and an agent working together

Sociotechnical System Human-Agent Duo

Negotiation of STS Reasoning

Norms Values

Accountability Autonomy

Fairness Nonexploitation

Transparency Access
Revelation

Validation vis à vis
Values of Members

Verification vis à vis
Norms of STS

influence

inform

encompass

constitute
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Law

Outline and Schedule

Motivation: M, 10 minutes 4

Background: M, 10 minutes 15

STS: M, 10 minutes 20

Values: P, 10 minutes 25

Specifying: N, 10 minutes 33

Value Sensitive Design: P, 15
minutes 42

Reasoning: N, 15 minutes 52

Verification: N, 3 minutes 59

Emotions: N, 3 minutes 62

Elicitation: P, 3 minutes 64

Agents and STSs: P, 3 minutes 67

Law: M, 3 minutes 69

Synthesis: All, 7 minutes 73
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Law

Law and Ethics
Often at odds with each other because laws can deviate from values
Law applies existing norms; ethics critically evaluates existing norms

Discretion to
Violate Norms

Client’s
interests

Client’s
values

Foresee-
ability of
outcomes

Social,
historical
context

Public
interest

Protest
a norm
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Law

Consent as a Challenge

Consent:
Crucial for
autonomy

Produces
legitimacy

Mental act

Doesn’t
explain

normative
power

Legal
focus: ret-
rospective

AI focus:
prospective

Commu-
nicative

act

How to
handle

mistakes
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Law

Privacy Law: A Well-Developed Theme Relating to Ethics
Margot Kaminski and Casey, Farhangi, & Vogl on GDPR
How can we incorporate these concerns in a computational framework for STS?

EU’s General
Data Protec-

tion Regulation
(GDPR)

Right
to be

forgotten:
erasure

Right to
contesta-
tion and
correction

Avoidance
of

complexity

Right to
expla-
nation

Human
processing
(if legal
effect)

Access to
informa-

tion about
oneself

Notifica-
tion when
data is

collected

Auditing
decisions:

by
subject &
regulators
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Synthesis

Outline and Schedule

Motivation: M, 10 minutes 4

Background: M, 10 minutes 15

STS: M, 10 minutes 20

Values: P, 10 minutes 25

Specifying: N, 10 minutes 33

Value Sensitive Design: P, 15
minutes 42

Reasoning: N, 15 minutes 52

Verification: N, 3 minutes 59

Emotions: N, 3 minutes 62

Elicitation: P, 3 minutes 64

Agents and STSs: P, 3 minutes 67

Law: M, 3 minutes 69

Synthesis: All, 7 minutes 73
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Synthesis

Ethics in the Large: Values and Outcomes

Ethics applied
to an STS

Ethical
outcomes

Realizes
stake-
holder
values

Balances
requisite
criteria

Affor-
dances

for ethics
Technical
compo-
nents,

promoting
values

Norms,
reflecting
values

Low
complexity
of decision

making

Account-
ability,

improve-
ment

Promotes
freedom

Basis for
recon-
sidering
norms

Conducive
to

innovation

∼Consequentialism

∼Deontological Ethics ∼Virtue Ethics
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Synthesis

Elements of Ethics: From Agents to Systems

Agent Level System Level

Scope Individual Individual in society

Autonomy Intelligence and
complexity

Decision making in
social relationships

Transparency About data
and algorithms

About norms
and incentives

Bases of Trust
Construction

and traceability
Norms and

accountability

Fairness
Preset criteria:

Statistics
Reasoning about
others’ outcomes

Focus Dilemmas for
individuals

System properties
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Synthesis

Thanks!

Ï Amit Chopra, Hui Guo, Catholijn Jonker, Özgür Kafalı
Ï National Science Foundation (IIS-2116751)
Ï Science of Security Lablet

https://sites.google.com/view/ai-ethics

https://niravajmeri.github.io
https://ii.tudelft.nl/ pradeep/

https://www.csc.ncsu.edu/faculty/mpsingh/
https://research.csc.ncsu.edu/mas
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